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ABSTRACT
The increased use of machine learning in recent years led to
large volumes of data beingmanually labeled via crowdsourc-
ing microtasks completed by humans. This brought about
dehumanization effects, namely, when task requesters over-
look the humans behind the task, leading to issues of ethics
(e.g., unfair payment) and amplification of human biases,
which are transferred into training data and affect machine
learning in the real world. We propose a framework that allo-
cates microtasks considering human factors of workers such
as demographics and compensation. We deployed our frame-
work to a popular crowdsourcing platform and conducted
experiments with 1,919 workers collecting 160,345 human
judgments. By routing microtasks to workers based on de-
mographics and appropriate pay, our framework mitigates
biases in the contributor sample and increases the hourly
pay given to contributors. We discuss potential extensions
and how it can promote transparency in crowdsourcing.
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1 INTRODUCTION
With the growing popularity and use of crowdsourcing plat-
forms e.g., Amazon Mechanical Turk [22] (AMT), Figure
Eight [10], Task Rabbit [37], came along what researchers re-
fer to as dehumanization effects in crowdsourcing [11, 14, 20].
These occur when task requesters overlook the human as-
pects of those working on the tasks, also known as workers,
due to the short time commitment between requesters and
workers, and the very nature of crowdsourcing. As a result,
issues such as underpayment [13], “boring” tasks [20, 29],
and difficulties finding “good”work [13, 14, 40], have been ob-
served in these platforms. These have serious consequences
because many depend on doing tasks to secure their income
[30], which leads to more competition for tasks, and more
often than not, a small number of workers (i.e., the most
active) submitting a large fraction of the work available [13].

The recent surge of machine learning applications in many
domains resulted in increasing demand for manually labeled
data used to train algorithms for a variety of purposes, from
recognizing speech, to moderating Internet content, to de-
veloping self-driving cars. However, as machine learning
models become ubiquitous, so do their impacts on people’s
lives. For example, a biased machine learning model can
make unfair decisions about a person, such as preventing
them from being contacted for a job interview, classifying
their gender incorrectly, or inhibiting their own personal
voice assistant from recognizing their speech due to their
accent, age, or gender. These issues raise the question of bias
and ethics and how they can be addressed in the many stages
of developing and using machine learning in the wild.
Rightfully so, the issue of algorithmic bias has received

much attention lately from the perspective of when a model
does not learn or cover enough different cases [2, 19, 27,
39, 42]. Nonetheless, with a few exceptions (e.g., [8, 9, 34]),
another perspective on bias remains largely unexplored: po-
tential biases introduced in the process of labeling training
data. For example, it is known that the demographics of
crowd workers may skew toward female and people in de-
veloping countries, given the opportunity to earn money in
more valuable, foreign currencies [30]. Thus, training data
can carry implicit biases from these subgroups because they
are the majority available to provide labels, which can lead
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to most judgments being made by people who speak the
same language, share the same gender, or are in a timezone
where it is business hours when a task is launched. These
biases can greatly impact different use cases, such as audio
collection, content moderation, sentiment analysis, among
other tasks where subjective judgments from humans are
needed [3, 6, 8, 26, 34], and may be perpetuated via trans-
fer learning [19, 27, 39], a popular practice in deep learning
where a model can be repurposed and reused [27]. Therefore,
a way to mitigate these biases must be developed so that
requesters can create unbiased datasets for machine learning,
since gold-standard datasets obtained via crowdsourcing can
carry cultural biases dependent on crowd demographics [34].

We also believe the very nature of crowdsourcing for ma-
chine learning contributes further to dehumanization effects
because the crowd is used for simply “filling in” labels to an
unstructured, unlabeled dataset. In addition, a (much needed)
common practice in these platforms is to use historical accu-
racy on “gold” units (i.e., units for which a label is previously
known) or acceptance rate of previous tasks as a proxy for
quality in order to filter out bad actors. In doing so, crowd-
sourcing becomes more and more process-oriented rather
than person-oriented, although the latter has been deemed
a better alternative for several reasons (e.g., [11, 21]). Con-
sequently, a potential solution to address ethical issues in
crowdsourcing for machine learning must encompass ethi-
cal issues in the product (i.e., the dataset) and the process of
collecting data, which include but are not limited to implicit
biases, underpayment, boredom, and incompatible tasks.
With this in mind, we propose a framework considering

human factors in the process of labeling data for machine
learning, addressing issues of crowd bias and ethics. Our
framework was evaluated on our platform: Figure Eight [10]
1 (f.k.a. CrowdFlower), a platform primarily designed to sup-
port crowdsourcing tasks for gold-standard data used for
machine learning. Requesters upload otherwise unstructured
and/or unlabeled data and launch labeling tasks to the crowd.
We present the design and evaluation of the framework,

which allocates labeling tasks to workers, referred hereafter
as “contributors,” based on different human-centric crite-
ria such as contributor demographics and minimum wage
in their country. We implemented the framework into the
Figure Eight platform and evaluated it using three differ-
ent machine learning use cases, with different requirements,
namely, image categorization, content moderation, and au-
dio transcription. We show that the use of our framework
can mitigate demographic biases in contributor samples and
increase contributor hourly pay. We discuss how our frame-
work can be extended and used to promote transparency of
human factors and “rehumanize” crowdsourcing.

1https://www.figure-eight.com/platform

2 RELATEDWORK
Dehumanization in Crowd Work. Several issues related
to dehumanization effects in crowdsourcing have been ob-
served and addressed in prior works, including underpaid
contributors (e.g., [13, 14, 20, 30, 40]), incompatible tasks (e.g.,
[4, 7, 15–17, 20, 21, 36]), tedious work (e.g., [12, 15, 29, 35]),
and power imbalance (e.g., [32, 41]). As a result, human fac-
tors in crowdsourcing have been increasingly discussed by
researchers. For instance, in reviewing human-centric is-
sues in crowdsourcing, Gadiraju et al. [11] argue that human
factors must be considered so that the humans behind the
crowdsourcing tasks can be properly accounted for. These
issues are largely overlooked by designers of crowdsourcing
tasks, also known as requesters, as the established practice
is to consider quality alone (e.g., accuracy, work approval
rates), although human-centric approaches have been shown
to improve contribution quality (e.g., [21]).

Nonetheless, solutions proposed in the past have addressed
these individual ethical issues in isolation, whereas we hope
the design of our framework will accommodate solutions for
most of these issues simultaneously.

Biases from CrowdWork. In regards to biases originat-
ing from crowd work, several prior works have looked at
biases introduced by the process of labeling via crowds (e.g.,
[3, 5, 6, 8, 9, 23, 24, 26, 34]). More related to the biases of
interest in this work, it has been suggested that cultural dif-
ferences in the crowd can affect algorithmic accuracy when
gold-standard datasets used in machine learning applica-
tions are created via such crowds [6, 34], and that such dif-
ferences may be introduced by implicit associations from
different demographics. For example, Dong and Fu found
that European-Americans and Chinese contributors can tag
images differently [8]. In regards to gender, Otterbacher et al.
[26] found that subjective judgments can be affected by con-
tributor attitudes, showing that sexist people are less likely
to detect and report gender biases in image search results.
In another example, Nguyen et al. [23] showed that gender
detection is difficult because of implicit associations and so-
cial constructions that take place in the annotation process.
These issues are especially relevant when crowdsourcing is
used to label data that are used by machine learning models,
and therefore are addressed by our framework.

While the issue of dataset bias has been extensively inves-
tigated from the perspective of the data samples themselves
(e.g., [2, 19, 27, 39, 42]), for example, when a facial recogni-
tion dataset does not include samples of faces from people of
different races and ethnicities, prior works so far have only
hinted and encouraged researchers to study the impact of
biases in contributor demographics in crowdsourcing (e.g.,
[34, 38]). Our framework considers these human factors to
enable requesters to obtain unbiased contributor samples.

https://www.figure-eight.com/platform
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Figure 1: Left: Countries per task (only tasks not targeting
a country): about 15% of all tasks are labeled by at most five
distinct countries. Right: Average judgment time for seven
use cases (white dot = average): time spent on task varies
greatly by use case and individual.

3 THE FRAMEWORK
Motivation
In addition to prior works, several additional problematic
scenarios involving human factors have been observed in
our platform and thus have greatly motivated our design.
For example, the hiring of contributors can be affected by
temporal changes in the available crowd and/or the demo-
graphics of those drawn to each platform [24]. For instance,
a major economic crisis in Venezuela caused many people
to sign up to our platform in order to earn money in a more
stable currency, biasing the available workforce when most
contributors are from the same country, culture, and speak
the same language, which can be problematic for Natural
Language Processing (NLP) tasks. These can not only bias
the contributor sample, but also cause underpayment and
frustration when available tasks are incompatible with the
skills of those attempting to complete them, with comple-
tion times varying greatly for any given task (see Figure
1). Biases can also be introduced because of the time of the
day when a task is launched, being completed by those lo-
cated where it is business hours. Such demographic biases
can also pose issues to data relying on subjective judgments
of a subgroup [23, 26] in tasks such as sentiment analysis
and content moderation. For example, a machine learning
model used for content moderation would be trained on data
collected by a crowdsourcing platform which has over 70%
of its available workforce as male. The model may be biased
toward a male view of what may be considered offensive or
inappropriate. In addition, cultural background can affect
subjective judgments [8], which may pose issues when tasks
involve judgments on politics and religion.

Our intention in showing these scenarios is to make clear
where the motivation for our work comes from. It is also
to show that more often than not, historical accuracy or
acceptance rates alone are far from sufficient when dealing
with tasks that aim at collecting training data for machine
learning models. These scenarios are not hypothetical – they

do take place often in our platform. In addition, as has been
shown elsewhere [11, 20], relying on process-centric metrics
such as accuracy leads to dehumanization effects in crowd
work. With this in mind, we present our framework, which
mitigates these issues in the process of data labeling for
machine learning, but also in crowd work more broadly.

Design
The framework’s ultimate goal is to help a requester meet
desired arrangements for a task, allowing them to specify dif-
ferent settings related to human factors before launching it –
with transparency. That is, the requester will be able to see
how different arrangements for demographic distributions
impact one another as well as what biases could be intro-
duced in the training data or likely ethical issues (e.g., under-
payment). Our philosophy is that, instead of taking sides and
defining which biases are wanted and which are not, our ap-
proach is to let a requester decide how “diverse” or “skewed”
the distribution of a certain contributor demographic must
be for a given labeling task. To illustrate when certain biases
may be desirable or undesirable, consider a requester who
wants to label comments for an online discussion forum in
which the number of male and female active users is close to
equal. It is important for this requester that the training data
for the model performing the content moderation include
the perspective of both male and female contributors, or the
dataset may be biased. Likewise, diversity may be needed
when collecting training data for a personal voice assistant
in form of audio, where variations of accent, gender, age, and
native language are crucial. In a different scenario, consider
a requester collecting training data for a search relevance
model to be used in an online shopping website where 90%
of the user base is female. For this requester, gender bias may
be desirable in the training data.

Gender

Skills

Experience

Country

Language

AgeUniform

Not re
levant

Skewed
Audio Transcription
Content Moderation

Figure 2: Example task configuration for two use cases. For
audio transcription, gender and contributor age are not as
relevant as contributor skills, experience, and language. For
content moderation, diversity of gender, age, and country is
more important than skills, experience, and language.
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In being transparent, not only requesters can make de-
cisions about trade-offs, but they are also made aware of
potential biases or ethical issues that may be introduced if
a task is launched at any point in time, thus mitigating po-
tential dehumanization effects. We believe that mitigating
biases and ethical issues in this process are parallel goals to
rehumanizing crowd work, and that such a framework will
ultimately contribute to rehumanizing crowd work via in-
creased transparency in regards to how human factors affect
the work to be completed on the platform and the resulting
labels that will later be used in machine learning models.

Figure 2 shows examples of different arrangements for two
different labeling tasks. By setting Experience to uniform,
the framework will show the tasks to contributors with dif-
ferent levels of experience in the platform. By setting Skills
to uniform, contributors with different sets of skills obtained
through working on different types of tasks will be selected.
When specifying a skewed metric, the requester is asked to
select which values to be used along with the percentage
(e.g., 80% male, 20% female). While targeting workers by de-
mographics has been a feature of crowdsourcing platforms,
differently, our framework attempts to automatically opti-
mize the final distribution of demographics (e.g., uniform).

Once an initial configuration is given, our framework then
attempts to “approximate” the desired configuration for the
task, essentially translating the task assignment process into
a multi-objective optimization problem, doing the best possi-
ble to achieve the desired distribution of contributors work-
ing on a task. Besides allowing requesters to specify arrange-
ments, the framework can also have defaults for which it
always optimizes, such as minimizing underpayment and
maximizing the historical accuracy of those who are selected.
The framework also allows different “goals” for different use
cases (e.g., sentiment analysis, audio transcription, image
moderation) as well as for new metrics to be added easily in
the future (e.g., optimize for task novelty, optimize for learn-
ing). We note that a limitation of such framework is that
in promoting transparency, requesters could intentionally
misuse it to do the opposite of what the framework strives
for, for example, by allowing them to exclude people who
identify with one gender, or less experienced contributors.
However, we believe that more often than not, doing so may
result in machine learning models that do not perform well
on the intended target audience. In our study, we used the
framework to ensure diversity of contributor gender, age,
country, minimize the pay gap, and maximize historical ac-
curacy of contributors hired for the tasks.

System Implementation
We implemented the proposed framework as a live system
in the back-end of our crowdsourcing platform: Figure Eight
[10]. We created a system with Python that automatically

and iteratively selects contributors who are online for a task
so that the “right” contributors (based on the desired arrange-
ment) for the task are hired at every optimization step until
the task is complete (i.e., all needed labels are provided).

An optimization step consists of obtaining data from our
databases about what contributors are online at a given time,
along with their demographics, as well as data about con-
tributors who already worked on the task, along with their
demographics, and then selecting suitable contributors so
that the desired arrangement is successfully achieved via
a multi-objective optimization algorithm. At each step, af-
ter identifying optimal contributors for the task, the system
attempts to hire contributors by creating Manual Custom
Channels 2, which is a feature in our platform to target con-
tributors by their respective contributor IDs. For example,
if a uniform distribution of gender is desired and currently
more males than females completed the task, in the next
step, the framework will automatically attempt to hire more
females in order to “approximate” the desired configuration.

The demographics we used were voluntarily provided by
contributors when they created an account on our platform
and were obtained through protected and authenticated ac-
cess to our own databases. Such data about our platform’s
contributors were not publicly available to requesters at the
time of our study. The selection process consists of qualify-
ing a contributor for a task so that only those selected at that
step can work on the task next. In our study, the selection of
contributors took place every 20 minutes after the task was
launched, until the task was complete. Algorithm 1 describes
the underlying task assignment procedure:

Algorithm 1 Contributor-Task Assignment
1: while task not complete do
2: current ← set of contributors who worked on task
3: online ← set of online contributors
4: selected ← ∅
5: states ← set of states {State0 . . . Staten} if onlinei

is added to current for each contributor in online
6: selected ← Pareto-optimal set of best n online con-

tributors when n contributors are added to current as
given by Pareto-optimal states in states

7: recruit(selected)
8: end while

where n is in the range [0, sizeof(online)) and statei is
defined by points in multidimensional space composed of
metrics to be optimized, such as normalized entropy of a
probability distribution (e.g., distribution of gender, country,

2https://success.figure-eight.com/hc/en-us/articles/
115005698186-Custom-Channels-Feature

https://success.figure-eight.com/hc/en-us/articles/115005698186-Custom-Channels-Feature
https://success.figure-eight.com/hc/en-us/articles/115005698186-Custom-Channels-Feature
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Use Case # contributors (# judgments) Country Gender Age Accuracy % Min. WageOriginal Baseline Framework

Image Cat. (L1) 308 (50,090) 430 (52,213) 297 (17,171) ⊕ ⊕ ⊕ ↑
Image Cat. (L2) 184 (7,980) ⊕ ⊕ ⊕ ↑ ↑
Content Moderation 565 (18,139) 205 (6,275) 241 (6,705) ⊕ ↑
Audio Transcription 47 (880) 11 (382) 24 (510) ↑ ↑

920 (69,109) 646 (58,870) 746 (32,366) 2,312 (160,345)
Table 1: StudyDesign. In the end, 2,312 (1,919 unique) contributors participated in the crowdsourcing experiments,
providing 160,345 judgments. ⊕ = attempt to approximate uniform distribution ↑ = attempt to maximize.

and age) and continuous variables (e.g., mean historical con-
tributor accuracy, percentage of minimum hourly wage, size
of set current ∪ selected , used as objectives to be minimized
or maximized. Objectives could have different weights, but
we used equal weights in our study. The normalized entropy
of a probability distribution was used because it grows as the
distribution gets closer to uniform. We used the algorithms
provided by PyGMO [28] to obtain Pareto-optimal solutions.
In the very first time, current is a random sample of online
contributors. In subsequent steps, until no one worked on
the task, this random sample is used as current .
Due to the fact that not all contributors have provided

demographic data when they signed up, local optima could
occur when a distribution is already uniform, leading the
framework to recruit those who did not provide a demo-
graphic as to not change an already optimal distribution. To
deal with this, the framework temporarily disables the goal
for which the distribution is already uniform at a given step.
Nonetheless, demographics for about 65% of contributors in
our platform have been voluntarily provided.

4 EVALUATION
Study Design
The goal of our study was to evaluate the impact of the
framework in mitigating demographic bias (e.g., gender, age,
country) in the resulting contributor sample, while optimiz-
ing the pay according to minimum wage and keeping com-
parable contribution quality. We evaluated our framework
using a “within-task” and a between-subject design. That
is, we selected one previously completed task from three
popular use cases in our platform, namely image catego-
rization, content moderation, and audio transcription, and
relaunched these tasks in our platform under two conditions:
without our framework (i.e., the baseline condition) and with
our framework. The task for each use case is an actual task
which was completed in our platform in the past, created
by different requesters. The original tasks were launched
about 3 months prior to the baseline and framework tasks.
By relaunching them, we repeated the tasks with the same

set-up (i.e., the same data provided in the original task, the
same pay, the same number of judgments requested). Two of
the three tasks were created by academic institutions while
the other was created by an Internet company. The choice
of use cases and tasks was also influenced by their potential
to evaluate different goals for each task. For example, in the
image categorization task, we set up the configuration to
approximate uniform distribution of countries, gender, and
age, whereas for the audio transcription task, which con-
sisted of transcribing audio to text, we set up the framework
to maximize the percentage of the pay according to mini-
mum hourly wage in each country. In our study, we took the
role of the requester by setting up these different configura-
tions for each task, since our system was implemented in the
back-end of our platform. This means we did not involve any
requesters in our study. In considering different conditions,
we also considered the original task in our analysis as a con-
dition which we refer to as original, ultimately comparing
three conditions: (a) the original task, (b) the baseline task
(without the framework), and (c) the framework task. To
maintain contribution quality, by default, all tasks were set
to maximize the mean historical accuracy of contributors
on ground-truth units. Tasks (b) and (c) were launched on
the same week (which led to 393 contributors working on at
least two tasks). We included task (a) (i.e., the original task)
for each use case for a more conservative analysis in which
we expected tasks (a) and (b) to produce similar results. Ta-
ble 1 shows the configurations we used for each task. For
the Audio Transcription baseline and framework tasks, we
filtered contributors so that only those from countries whose
English is one of the official languages were considered (90
countries). We did this for two reasons: (1) it makes sense
for the task, and (2) we wanted to observe the framework at
work when a filter was also in place.

Tasks
The image categorization task consisted of showing profile
photos of users to contributors and asking them to provide
the gender, ethnicity, and an emoji that closely matched
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the skin tone of the person in the photo, via multiple choice
questions, for 10,000 data units. Contributors were paid $0.01
(USD) per judgment provided for this task, doing 10 judg-
ments at a time. If this task ends up with skewed contributor
demographics, a model classifying people would carry bi-
ases from that group. For example, the judgment of Black or
White may differ between contributors in India and the U.S.

The content moderation task involved contributors judg-
ing whether a response to a forum post contained toxic con-
tent, also asking contributors to mark whom the attack was
targeted to (e.g., a user on the thread, a group of people), with
multiple choices, for 4,022 data units. In this task, contribu-
tors were paid $0.25 (USD) per judgment, doing 5 judgments
at a time. If this task has skewed contributor gender, a model
may miss out on content deemed toxic to the other gender.
Finally, the audio transcription task consisted of having

participants provide text to match audio recordings which
they listened to (e.g., “Tom is talking about the fee”), for 119
data units. Participants were compensated with $0.10 (USD)
per judgment, giving 5 judgments at a time. Given the time
to do this task, if pay gap is not optimized, contributors from
countries where the minimum wage is far greater than what
the tasks pays will be largely underpaid.

Data Analysis
In our data analysis, we compared the distribution of demo-
graphics of individual contributors who worked on the tasks
as well as the continuous variables to be maximized (e.g.,
historical contributor accuracy, percent of minimum hourly
wage). We also evaluated the impact of the framework on
contribution quality by comparing accuracy of judgments
provided to gold-standard data. In addition, we evaluated the
difference in the distribution of labels given by individual
contributors in each condition. This was so that we could
understand whether the demographic optimization made by
the framework would change the number of decisions made
in favor of one label or the other. In the future, rather than
counting the number of contributors in each subgroup, it
may also be beneficial to control by number of judgments, if
some contributors can provide more judgments than others.
In order to assess a contributor’s quality/trust, our plat-

form keeps track of historical accuracy on ground truth/gold
units provided by requesters to validate the quality of their
work as they undertake tasks. These data instances are called
“test units” and are randomly picked and presented to contrib-
utors as Test Questions 3 in “quiz mode” (i.e., before labeling
begins as a qualification step) and “test mode” (i.e., as atten-
tion checks during labeling). Our platform integrates these

3https://success.figure-eight.com/hc/en-us/sections/
200596719-Test-Questions

ground-truth units automatically in the process of complet-
ing the task in order to assess the quality of the contributions
and determine whether the work will be accepted, also using
the all-time accuracy of contributors on these data units as
an indicator of a contributor’s work quality/reputation [1].
Therefore, in order to assess and compare the quality of

contributions when using the framework, we considered two
metrics. The first is the historical accuracy of a contributor
on ground-truth units of all previously completed tasks. This
was automatically optimized for along with the other metrics
in the system (see Table 1). In addition to using contributors’
historical accuracy as a metric for their work quality, we also
evaluated the percentage of “incorrect” judgments on each
test unit (i.e., ground-truth data) provided in each study task
for quality control. These units were originally provided by
the task requesters and were used in all of the conditions
evaluated in our study. The content moderation task had 84
of such units, the image categorization task 87, and the audio
transcription had 20. Accordingly, we evaluate and compare
the mean percentage of incorrect responses in all conditions
to assess contribution quality.
Due to its experimental and exploratory nature, our sys-

temwas not implemented in ourmain production technology
stack and therefore it did not have access to our production
databases in real-time. Nonetheless, our system is a live sys-
tem and integrated into our platform using our data and
infrastructure. Due to not being part of our production sys-
tems, our system only had access to a data warehouse that
was “behind” at least 8 minutes – the delay to migrate from
production to the data warehouse – with no guarantee of
synchronization. This caused a throughput issue specific
to our implementation. More specifically, this caused our
task assignments to target some contributors who may have
gone offline at each step, greatly impacting throughput of
the framework tasks. For example, the original image catego-
rization task took 25.5 hours to complete, with the baseline
finishing in 33.4 hours. We stopped collecting judgments
for the framework task after 145 hours (29.4% complete).
This task also had the slowest throughput due to the low
pay assigned by the original requesters. Similarly, the con-
tent moderation task had the original complete at 34 hours,
while we stopped collecting judgments after 87.7 hours (36%
complete) in the framework task.

To accommodate for the throughput limitation in our data
analysis, we capped the number of contributors in the orig-
inal and baseline conditions to match the number of con-
tributors who contributed to the framework task, taking the
first n contributors from the other conditions, where n is the
number of contributors who worked on the framework task
before we paused it. Doing so is also beneficial for visualizing
how biases may start taking place as soon as the tasks are
launched without the framework, when most contributors

https://success.figure-eight.com/hc/en-us/sections/200596719-Test-Questions
https://success.figure-eight.com/hc/en-us/sections/200596719-Test-Questions
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Figure 3: Left: Percentage of contributors from each country in the three conditions for the image categorization task. Middle:
Percentage of contributors from each age group in the image categorization task. Right: Percentage of contributors from each
gender in the three conditions for the content moderation task. Demographics in baseline and original tasks were biased by
demographics of online active users of the platform.

who are online will complete the task very quickly. In the
end, our data analysis had 297 contributors (96% of total in
the finished original task) when analyzing the first launch
of the image categorization task, and 184 (50% of total in
original) contributors when analyzing the second. For the
content moderation, the cap was at 206 contributors (36%
of original). We also report the final state of the finished
original tasks (e.g., distribution of demographics, average
percent of minimum wage).

For the calculation of percentage to the minimum wage in
our analysis, we first calculate the hourly pay of a contributor
given by the pay per judgment divided by the average judg-
ment duration in seconds, multiplying the result by 3,600
(number of seconds in an hour). Then, we divide this amount
by the minimum hourly wage in the contributor’s country.
During the task assignment steps, this quantity was set to be
maximized, with the reference average judgment duration
being the average judgment duration of those who already
worked on the task as a proxy for the expected pay, or the
average judgment duration of the contributor in the past
30 days, if no one worked on the task before. We obtained
minimum hourly wages by country from the International
Labour Organization [25] and converted to U.S. Dollars using
the quantmod [31] R package, which uses Yahoo Finance.

5 RESULTS
The framework was able to mitigate potentially unwanted
demographic biases introduced by the labeling crowd while
minimizing underpayment and keeping comparable contri-
bution quality. We present the results of our study comparing
the tasks launched originally, the tasks launched without
our framework (i.e., the baseline condition), and the tasks
launched with our framework. We emphasize once again the
the tasks in the three conditions followed the exact same
design (e.g., same data, pay, instructions, test units).

Demographic Biases
Our results show that the framework was successful in ap-
proximating the distribution of different demographics to
the configuration for each task, effectively minimizing the
likelihood that the distribution of any demographic was very
skewed towards a certain subgroup. This is further supported
when we look at the differences among the original task and
the baseline task. In other words, despite being launched
several months apart, the original and the baseline tasks
yielded very similar results. Figure 3 shows differences in
the demographics of contributors who worked on the tasks,
which are described in more detail below.

Country of Origin. When using the framework in the
image categorization task, contributors from 74 unique coun-
tries provided judgments, whereas this number was 33 in
the baseline task and 39 in the original task. The country
from which most contributors came from was the same in
the three conditions: Venezuela. However, the percentage
of contributors from Venezuela was 18.5% with the frame-
work, compared to 59.3% in the baseline and 60.6% in the
original. In the finished original task, contributors from 39
distinct countries provided judgments, with the top country
(Venezuela) having 60.7% of contributors.

Gender. The distribution of contributors from each gen-
der was closer to uniform in the framework task for image
categorization, with 50.3% being male and 49.7% being fe-
male, whereas the distribution was 72.7% male and 27.3%
female in the baseline task, and 68.3% male and 31.7% female
in the original task. Even in the finished original task, 67.5%
of contributors were male and 32.6% female.

Likewise, the framework was also effective in the content
moderation task, for which when using the framework, 47.8%
of contributors were female and 52.2% male, whereas 74.1%
of contributors were male and 25.9% of contributors were
female in the baseline condition, and 70.3% being male and
29.7% being female in the original task. This was similar in
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the finished original task for content moderation, with 72.9%
being male and 27.1% female.

Age. The distribution of contributor age in the framework
task for image categorization was also closer to uniform,
with the age group with the most contributors being between
(20,30] years old with 22.5%, with other percentages being
20.2% (30,40], 18.6% (40,50], 17.8% (50,60], 17.1%, and 3.9%
(60,70]. In the baseline condition, 41.8% of contributors were
between 21-30 years old, with the same age group having
40% of contributors in the original task, in other words, the
age distribution very skewed toward individuals in their 20s.
Results were also skewed in the finished original task with
40.2% in the (20,30] years old range.

These results suggest that when tasks are launched in
our platform without the intervention of the framework, the
distribution of demographics of those who will work on the
task are likely to be biased towards the demographics of the
active users in the platform (e.g., Venezuela, 21-30 years old,
male), and the framework mitigates this.

Pay Gap andQuality
In addition to optimizing the distribution of contributor de-
mographics, the framework also attempted to minimize un-
derpayment in two tasks, while maximizing historical accu-
racy of those recruited for all tasks. Our results show that
the framework can minimize the pay gap of contributors
working on the task, paying contributors closer to minimum
wage in their country when the task pay is low, and making
the task more profitable when the task pay is already good
– without changing the pay of the task. Also, even when
optimizing the distribution of demographics, the framework
was still able to select high-quality contributors for the task,
albeit a slight decrease on accuracy of ground-truth labels
was observed.

Pay Gap. We optimized the task to minimize the pay gap
in two use cases: image categorization (Launch 2) and audio
transcription. Minimizing the pay gap may also be referred
to as maximizing the percentage of the pay relative to the
minimumwage in each contributor’s country. Figure 4 shows
the comparison of the pay gap among the conditions.
More specifically, for the image categorization task, we

launched a second task with the framework optimizing for
the same demographics as before, but this time around also
adding the percent of the minimum hourly wage as a metric
to be maximized. This new framework task resulted in the
mean percentage to the minimum wage of 44.9% (Mdn =
22.7%, SD = 48.2%, Min = 1%, Max = 284%), with this figure
being higher than the other three conditions: the first frame-
work task had 28.1% as average percent to minimum wage
(Mdn = 16.2%, SD = 35.8%, Min = 0.2%, Max = 237%), the base-
line task at 28.3% (Mdn = 35.5%, Min = 1.1%, Max = 201%), and
the original task having contributors being paid an average
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Figure 4: Density of percentage ofminimumwage for image
categorization (left) and audio transcription (right) tasks.
Means are represented by vertical lines. When using the
framework, contributors were compensated closer to min-
imumwage when pay is low (left) and completed more prof-
itable work when pay is already good (right).

of 31.5% the minimum wage of their country (Mdn = 15.5%,
SD = 43.7%, Min = 1%, Max = 220%). The finished original
task had mean percent of minimum hourly wage at 25.7%
(Mdn = 14%, SD = 36.6%, Min = 0.5%, Max = 219.7%).

For the audio transcription task, we targeted only English-
speaking countries. In addition to filtering by country, the
framework configuration only had percent ofminimumhourly
wage and historical accuracy to be optimized. The average
percentage of the minimum wage in the framework task was
471% (Mdn = 306%, SD = 603%, Min = 3%, Max = 2760%),
while being 407% for the baseline condition (Mdn = 173%, SD
= 521%, Min = 22.8%, Max = 1730%), and 346% in the original
task (Mdn = 163%, SD = 462%, Min = 17.5%, Max = 2150%).
Two reasons that percentages are high in the audio transcrip-
tion task: (1) the task pays better and (2) most contributors
were recruited from countries with a very low minimum
hourly wage relative to the U.S. Dollar e.g., Ghana ($0.17),
Egypt ($0.23), India ($0.25), Pakistan ($0.47), Kenya ($0.77).

Quality. In addition to optimizing for demographics and
hourly pay, the framework attempted to maximize the his-
torical accuracy of those who were selected for the task,
serving as a proxy for quality or trust in the contributor. For
both the image categorization and content moderation task,
the historical accuracy of contributors was comparable and
sometimes even higher when the framework was used. For
example, in the framework task for image categorization,
the average historical accuracy was 0.9, compared to 0.86 in
the baseline condition and 0.89 in the original task. For the
finished original task, the mean historical accuracy was 0.89.

Similarly, in the content moderation task, the accuracy in
the framework task was higher at an average of 0.97, being
0.87 in the baseline task, and 0.87 in the original task. In the
finished original task, the mean historical accuracy was 0.87.
The accuracy of contributors in the audio transcription

task with the framework is unknown because none of the 24
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contributors had historical accuracy on file, but this number
was 0.81 for the baseline task, and 0.86 for the original task.

These results suggest that even when optimizing for hu-
man factors, the quality of contributions is comparable. In
other words, by using our framework, we did not recruit
more contributors who are historically “untrusted” or “inac-
curate” (e.g., bots, random clickers).

On other hand, when comparing the percentage of incor-
rect judgments given to the test units (i.e., the ground-truth
data), tasks where the framework was used showed a slight
increase in incorrect judgments given to ground-truth data.
More specifically, framework tasks had an average of 10%
of incorrect judgments per test unit (Mdn = 8%, SD = 10%,
Min = 0%, Max = 67%), while this number was 5% for the
baseline (Mdn = 3%, SD = 8%, Min = 0%, Max = 55%), and
7% for the original (Mdn = 4%, SD = 8%, Min = 0%, Max =
38%). In other words, framework tasks had a 5% increase in
incorrect responses given to ground-truth units provided
by the original requesters compared to the baseline and 3%
compared to the original tasks.

Distribution of Labels
In addition to more evenly distributed demographics among
selected contributors, the resulting data (i.e., the labels) pro-
vided by contributors were also different when the frame-
work was used. We looked at individual judgments provided
by contributors on the same units (i.e., rows) of the data.

The image categorization task consisted of providing the
skin tone and ethnicity for a profile photo of a person. The
distribution of skin tones given by contributors in the frame-
work task was different from the original and baseline con-
dition, with fewer judgments given for the two extremes of
skin tone. For example, while the original and baseline tasks
resulted in 16.6% and 21% of judgments assigning 3 as the
skin tone on a scale of 1 to 5, the framework resulted in 24%.
Likewise, both the original and baseline tasks resulted in
15.3% of judgments assigning 5 as the skin tone, compared
to 10.9% in the framework task. The distribution of ethnicity
given by contributors was very similar, with the differences
being within 1% among each category. This was likely due
to the dataset being unbalanced, with more photos of White
and Black/African American individuals.

In the content moderation task, for which the judgment is
more subjective, the distribution of content deemed toxic in
the framework task was very different from the other two
tasks (i.e., the original and the baseline). In the framework
task, which attempted to select contributors so that the final
distribution of gender was closest to uniform, 40.3% of the
judgments indicated that the content in the comments was a
personal attack or deemed toxic, with 56.8% otherwise, and
2.9% unsure. Differently, the baseline task had 34.2% of the
content marked as toxic, 65.3% otherwise, and 0.5% unsure,

and the original task had 33.4% marked as toxic, with 64.8%
marked otherwise, and 1.7% unsure. In other words, more
contentwasmarked as toxic by contributorswhen judgments
were distributed more evenly among contributors of both
genders. We do not claim causation in this result, but we do
highlight how it can benefit scenarios where training data
must be aligned with potential moderation scenarios where
a model must not be biased by views of any one gender.

6 DISCUSSION
Our results show that our framework can mitigate biases
in the resulting contributor sample while maintaining work
quality and minimizing the pay gap when launching tasks
aimed at labeling datasets for machine learning applications.
This has important implications for the effectiveness of ma-
chine learning applications in the real world [34], especially
when subjective opinions and judgments are involved in the
process of data labeling. We discuss our results in more detail
and directions for future work.

Moving Beyond Historical Accuracy
In our platform, contributors are leveled based on their his-
torical accuracy e.g. Unleveled, L1, L2, and L3. This is also
a common practice in other crowdsourcing platforms (e.g.,
AMT) where often acceptance rates are used in an attempt
to obtain high-quality responses [1]. Our study shows that
accuracy and acceptance rates alone are not appropriate indi-
cators of training data quality and that the human behind the
label must also be considered in order to mitigate issues of
bias that can limit the performance of machine learning mod-
els used in the wild. In addition, in our study, contributors
from any level were recruited so long as they were optimal as
determined by the framework, without launching the tasks
to any particular level. Therefore, our results indicate that it
is possible to maintain work quality while mitigating biases.
Our framework was designed in a way that allows other

goals to be easily incorporated. Its implementation will al-
ways attempt to make the best possible choice at a given
time, making trade-offs as needed. One potential goal that
could be introduced is the idea of skill ladders proposed by
Bigham et al. [15]. For example, for a task that requires no
special demand of cognitive abilities, such as image catego-
rization of objects, one goal in the framework could be to
select contributors so that the final distribution of contrib-
utor experience approximates a uniform distribution. This
gives newcomers the opportunity to gain experience while
mitigating scenarios where most labels are provided by the
few most experienced contributors, which is commonplace.

Still on the idea of growth and engagement, contributors
could be selected to maximize task novelty, that is, the per-
centage of contributors for which a task is very dissimilar
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from other tasks completed before, thus preventing contribu-
tors from getting stuck doing the same work for long periods
of time. One caveat is that it is likely that contributors may
spend more time doing an unfamiliar task, which can intro-
duce conflicting situations when, for example, maximizing
hourly pay is one of the other goals.
Among many possible improvements to our framework,

one of them is adding the ability for it to automatically iden-
tify demographics that need to be optimized. For example,
in identifying that the judgments about the same data units
given by male and female contributors differ, it could learn
that it is important to recruit with diversity in this case.
This would help alleviate throughput issues and avoid the
inclusion of unnecessary goals into the optimization process.

When implementing the framework, we argue that it must
be done with transparency in mind so that not only re-
questers can make more informed decisions about biases
and ethics, but also be made aware via soft paternalistic
nudges [33] to encourage desirable behavior. For example,
a requester launching a task within a U.S. timezone may be
nudged that the price that they are setting for a task may be
incompatible with the contributors available at the moment,
which are in the U.S. Possible solutions may include suggest-
ing to raise the pay or launching the task when the pay is
more in line with online contributors’ minimum wage. More
importantly, when implemented, the framework could help
requesters construct a recruitment plan based on historical
data from the platform, automatically identifying potential
biases and desired configurations to mitigate them under
different use cases (e.g., audio collection, sentiment analysis),
creating effective templates and defaults that minimize issues
of bias and ethics by design. In exercising transparency in
this manner, crowd work could be rehumanized, especially
when used for machine learning purposes. Nonetheless, de-
signers must be careful so that purposeful misuse such as
excluding subgroups (e.g., gender) and unethical hiring (e.g.,
paying less than minimum wage) can be prevented. One idea
is to enforce defaults such as always maximizing the per-
centage to the minimum hourly wage, and nudge requesters
about exclusions and sample biases prior to launching a task.
Given that a large fraction of unpaid work is due to the

time finding tasks [13], when our framework is implemented,
contributors could be notified that they have a task for which
they qualify based on the configuration set up by the re-
quester – even if they are offline. For example, a contributor
over 60 years old may receive an e-mail asking for their
contribution because the task needs a perspective from that
age group. This could reduce the effort spent by contribu-
tors to find good work (see [14, 18, 40]) and increase their
motivation to work on the tasks [29].

Conflicts and Trade-offs
In any multi-objective optimization problem, conflicting
states are likely to occur. This motivated our choice of apply-
ing Pareto-optimal selection so that these trade-offs could be
accounted for. In turn, when conflicting states are present,
labeling throughput can be affected. For example, consider a
setup where the number of distinct countries is to be maxi-
mized while also minimizing the pay gap. In our platform,
this can occur when most contributors online are from coun-
tries that would make the pay gap minimal, but selecting
them would introduce contributor country bias.
As observed in our experiment, there are trade-offs be-

tween labeling with less bias and completing the task faster.
For example, because the distribution of the available work-
force is inherently biased towards the active users of the
platform, it is possible that during many steps the number
of optimal contributors to be selected will be small, which in
turn contributes to longer task completion times (i.e., takes
longer to obtain all labels). For this reason, we created a
neural network model to forecast the changes in the demo-
graphics 24 hours into the future. This model helps with the
problem of throughput, by choosing launch windows that
are in line with the desired configuration for a task. For ex-
ample, the framework could schedule to launch a task at the
time the number of distinct countries is the largest within
the next 24 hours, if the desired arrangement for a task is
to maximize contributors’ number of distinct countries. An-
other potential solution to reduce throughput is to maximize
the likelihood that a contributor will do a task when they are
assigned, based on historical data, but one must be careful
with biases in doing so, in case the majority of contributors
who are more likely to work on it are from the same country.

Although minor, our findings point to a possible decrease
in contribution quality when using our framework, as in-
dicated by a 3-5% increase in the average percentage of in-
correct responses given to ground-truth units in the tasks
where our framework was used. This may have had to do
with the fact that the framework tasks did not necessarily
recruit the most active/experienced contributors because
they would certainly bias the demographic distribution by
being a from single country and/or gender. This increase in
incorrect responses may translate into additional costs for
task requesters and should be further explored in the future.
In experimenting with the initial demographics selected

for our study, we came across a limitation where we did not
have a reliable source of a demographic – the language of
contributors. We had the language in which they use the
platform as well as the language from their browsers, but
we decided that this was not enough to be able to secure a
selection criterion, therefore not using it in our study. This
raises an interesting implication, which is, while it is possible
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to improve crowdsourcing by considering human-centric at-
tributes such as demographics, it will also require platforms
to collect more personal data, which may raise questions re-
lated to the privacy of contributors. In addition, contributors
connected to Virtual Private Networks (VPNs) may mask
their country, which may result in ineffective hiring.

Our choice of optimizing the selection process in real time
– considering only online users – was so that we could assign
tasks to both newcomers and active contributors. Given that
contributors spend a considerable amount of time trying to
find good tasks to work on, an alternative approach would
also assign tasks to those who are offline, potentially sending
them a notification that they have a good task waiting for
them. Nonetheless, this would require careful thought, or
exclusion of certain groups can occur (e.g., only recruiting
active users in the last 30 days).

Limitations and Future Work
The personal data used in our experiments are voluntarily
provided by contributors. Although about 65% of contribu-
tors do provide demographics, not all contributors do so, and
there is no verification for it. This can lead to cases where the
framework recruits contributors with missing data because
it will not affect an optimal state. This may cause biases that
are not possible to visualize once a contributor whose gen-
der or age is unknown is recruited. Nevertheless, given the
formative nature of our experiment we find that this is an
acceptable limitation, given that the framework would be
able to perform equally well if demographics were available
for all contributors. We decided to consider contributors with
missing data in order to increase throughput, otherwise we
would not be able to collect enough data for our experiments.

Given that this was a research endeavor, our implemen-
tation was done causing the minimum disturbance possible
to our platform. When our framework is incorporated into
the platform in a more seamless way (i.e., part of the consol-
idated technology stack), the limitation of throughput will
be greatly mitigated, for example, with shorter intervals be-
tween steps, giving it a quicker response time and targeting
contributors who are actually online.
We are working on making our framework available for

requesters to use on our platform, which will give them con-
trol and awareness of human-centric aspects in the process
of manually labeling data for machine learning. We are also
promoting a campaign in our platform to create contributor
profiles before adding the framework as a platform feature.

7 CONCLUSION
The process of labeling data via crowdsourcing can promote
dehumanization via unfair compensation, incompatible task
assignments, and unintended amplification of human biases.

To address these issues, we designed and evaluated a crowd-
sourcing framework, introducing more transparency and
helping requesters achieve their labeling goals with human
factors in mind. We conducted several crowdsourcing ex-
periments on a popular crowdsourcing platform with 1,919
contributors (a.k.a. workers), collecting 160,345 judgments
for labeling tasks related to machine learning use cases. We
show how our framework can mitigate demographic biases
in contributor samples and increase contributor hourly pay.
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